DISCRETE MATH 
An Introduction
Course/Teacher Contact: Bruno Benarrous

Position: Nationally Board Certified Math Instructor

Target Audience: 11th/12th graders

Yearlong course: Must take 1st semester to take Discrete B

Prereqs: a C or better in Algebra 2A and 2B

Context: Targeted for those seeking to major in math, computer science, or engineering.

History: Developed as an alternative to taking Trigonometry or Statistics.
Student Texts: Discrete Math with Applications (3rd edit)  Author: Susanna S. Epp, Schaum’s Outlines: Discrete Math (3rd edit) Authors: Seymour Lipschutz, Marc Lipson
Supplemental Texts: For All Practical Purposes (8th edit.)  Author: COMAP 
  Discrete Math Through Applications (3rd edit)  Authors: Nancy Crisler & Gary Froelich.
Grades based on: Classwork, quizzes & projects + Final Exam

Standard Scale: 90/80/70/68% ( A/B/C/D
Brief Description:  The first half of the course is aimed at developing students’ ability to reason mathematically and justify their arguments. The focus is on logic and various methods of proof.  Combinatorics and probability form a segway to the second half of the class which deals primarily with Graph Theory, operations research problems and binary trees.
Course Purpose:  Students will evaluate the pros & cons of different algorithms. Students will learn to make and test conjectures through counterexamples or proof.  When appropriate, students will generalize and communicate the results to their peers, using correct vocabulary.  Students will learn to recast problems using multiple representations. The above skills reflect different facets of mathematics as a tool to solve problems.
Key Assignments: Students must take a verbal midterm in which they must explain a concept of their choice -- using appropriate vocabulary – to the instructor. Given a related problem, they must then explain their results and answer a number of questions from me.  Their midterm grade is a combination of their written work and explanatory skills.
Discrete Applications: Students are put in pairs to research extensions to topics discussed throughout the semester.  One student must prepare notes and teach the entire class; the other must find a YouTube/internet video on  the same subject and submit a worksheet of problems to be used as classwork or quiz material for further use at the instructor’s discretion (i.e. Gale-Shapley algorithm for stable matches).
Online Videos: Student must watch posted instructor videos from www.educreations.com prior to lecture notes leaving more time for in-class practice.  Videos introduce key concepts and worked out examples.  These can be used for Final Exam review as well.

Clarifying Examples: At the end of every lesson, students must create and submit problems of their own that illustrate and bring out different aspects of the topic (i.e. find a TSP example that yields different routes when applying Nearest Neighbor, Sorted Edges algorithms and the Brute Force method). “What if…” questions encourage students to think about the conditions that make a technique viable and how to recognize special cases with additional conditions. 
Instructional Methods: Lecture format is used to introduce concepts. Instructor models worked out examples before asking students to try several on their own.  Students work with partners thereafter in order to become proficient.  Students are encouraged to teach one another thereby gaining mastery of the material.  When appropriate, instructor will guide students through explorations and activities to reveal patterns and to arrive at formulas (See course outline). Students learn to express themselves mathematically through rephrasing formal definitions, which are then posted on a word wall inside the class.  Students learn to extract pertinent information from word problems and how to set up such problems. When finished with a problem, students are asked to interpret and explain their results, checking for accuracy and soundness. Teacher uses a variety of applets to demonstrate algorithms in real time.  Instructor draws from a variety of sources: See supplemental texts above, YouTube videos, Great Courses videos (given by top ranked professors in the US), and a plethora of websites.   Students will be trained on the use of TI-83+ graphing calculators when dealing with Markov Chains.
COURSE OUTLINE
Part I – Logic & Boolean Algebra
Students will learn how to make truth tables to evaluate compound statements using basic logical operations such as and, or, not, xor, xand.  Students will learn to recognize tautologies and contradictions as well as when two statements are logically equivalent.  This will naturally lead to deriving and applying the laws of contrapositive and DeMorgan.
Students will learn to draw a digital circuit given a Boolean expression and vice-versa.  Students will also be able to find an expression given a truth table, and then draw the corresponding circuit reinforcing the connections between all three representations.
Students will learn to convert numbers from decimal form to binary & hexa-decimal notation and vice-versa.  Students will know how to add and subtract binary numbers, including the use of the two’s complement.  Students will then construct & under- stand how half-adders & full-adders work to add binary numbers.
As a transition to next part of the course, students will learn about conditional and biconditional statements, Venn diagrams, Modus Ponens & Modus Tollens, valid argu-ments and fallacies.  Students will also delve into other rules of inferences such as the rule of transitivity and proof by division into cases.  Students will learn about universal & existential quantifiers and their negation.  Finally students will use universal Modus Ponens in a proof and will use universal Modus Tollens to determine the validity of an argument.
Part II – Proofs, Primes & Propositions

Students will learn to test conjectures regarding odd, even, prime and composite numbers.  They will learn how to construct a simple direct proof, generalizing from specific examples.  Students will also learn how to disprove an assertion by counter- example.  They will be taught to avoid common mistakes such as: arguing from parti- cular examples, using the same variable for two different quantities, jumping to a conclusion without proper justification, and begging the question.  The method of exhaustion will also be examined. 

Students will exposed to the division algorithm and will explore and prove divisibility properties of integers.  They will learn about the connection between GCFs and LCMs and use Euclid’s algorithm to test whether two numbers are relatively prime.
Students will learn about the Fundamental Theorem of Arithmetic.  This will then set the stage for studying the properties of modular arithmetic and congruence classes.

Drawing upon their experience with logic, students will see the connection between proof by contradiction and the contrapositive law.  They will use this indirect approach to prove the irrationality of root (2) and infinitude of prime numbers.

Students will finish their study of proofs with mathematical induction on geo- metric sequences and inequalities.  Students will explore various sequences and learn how to find explicit formulae.  They will also learn how to concisely express sequences using summation and product notation.  Students will also examine recurrence relations such as the Fibonacci Sequence and the Tower of Hanoi.
Part III – Set Theory & Combinatorics

Students will learn basic set operations – union, intersection, complement, and difference – through the use of Venn diagrams.  The principle of inclusion-exclusion will be covered here.  Classes of sets, power sets, and partitions will be introduced as well.

Students will learn about the basic sum and product rule principles of counting and they will use tree diagrams to represent the possibilities, yielding Cartesian products in the process.  Sequences, permutations – with and without repetitions, combinations will all be explained using factorial notation where appropriate.

This will naturally lead to sample spaces and events.  Through dice, cards, coins, and marbles, students will learn to calculate simple event probabilities.  They will also explore mutually exclusive events using an array to consider the possibilities.  Students will move on to conditional probability and learn the meaning of independent events.  The Pigeonhole principle and the concept of expected value will be introduced through the analysis of various games.

If time permits, students will learn about Markov Chains as a means to model phenomena in nature and in games.  Given initial conditions, they will discover the meaning of steady and absorbing states.


Finally, students will be exposed to many identities within Pascal’s Δ and how to compute binomial coefficients and probabilities.
Part IV – Graph Theory & Binary Trees


Students will be introduced to graphs – both Eulerian & Hamiltonian.  They will discover Euler’s Theorem regarding whether a connected graph is traversable or not via the Konigsberg Bridge activity.  Students will learn about various algorithms – nearest neighbor and sorted edges to solve the Traveling Salesman Problem.  Complete, regular, bipartite, planar graphs, and Kuratowki’s Theorem will be covered as well.  

Students will discover yet another of Euler’s theorems ( V – E + F = 2) as it applies to two and three dimensional figures and solids.  They will experiment with a US map to arrive at the 4-Color Theorem.  Dual maps will be the lead into resolving scheduling conflicts via coloring diagrams.


If time permits, students will tackle bin packing, machine scheduling, and ordered requirement digraph problems and their respective algorithms in search of optimal results.

Students will learn to apply Kruskal’s & Prim’s algorithm on minimum spanning trees to find optimal cost.  This will naturally lead to Dijkstra’s algorithm for finding shortest paths from a common source.

Finally, students will have the opportunity to learn about binary trees, algebraic expressions and Polish notation.  They will practice traversing trees using preorder, inorder, and postorder algorithms.  Students will be introduced to binary search trees and the process used to insert or delete specific entries on a tree.  Weighted paths lengths and Huffman’s Algorithm will finish out the course.
